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Overview

We covered:
• Feature selection techniques
• Re-sampling

We will cover:
• Decision Tree
• Information Gain
• Bootstrapping and Bagging
• Random Forest
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Decision Tree

• DT, in contrast to ANNs, represent rules
• So, human can understand them 
• Applications

• The ability to explain the reason for a decision is crucial
• DT Versions

• ID3 (1975), J. Ross Quinlan, University of Sydney - Entropy
• CART (1984), Breiman et al, University of California, Berkeley - Gini
• C4.5 (1993)
• C4.8 (1996)
• C5.0 (commercial)
• Random Forest (1995) - random selection of features, Tin Kam Ho 

(IBM Watson) 
• Random Forest – bagging+rsf (2001), Leo Breiman
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DT is a classifier in the form of a tree structure, where each node is 
either:

Decision Tree cont.

A leaf node – indicates the value of the 
target attribute (class) of examples, or
A decision node – specifies some test to be 
carried out on a single attribute value, with 
one branch and sub-tree for each possible 
outcome of the test

12

Play Tennis?
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The key requirements to do classification with DT are:

Decision Tree cont. 

Attribute-value description: object of case must be expressible in terms of 
a fixed collection of properties or attributes, meaning that we need to 
discretise continuous attributes
Predefined classes (target attribute values): the categories to which 
examples are to be assigned must have been established beforehand 
(supervised data)
Discrete classes: there must be more cases than classes
Sufficient data: usually hundreds or even thousands of training cases
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Which attribute is the best classifier?

Decision Tree cont. 

• The estimation criterion in the DT algorithm is the selection of an 
attribute to test at each decision node in the tree. 

• The goal is to select the attribute that is most useful for classifying 
examples! 

• A good quantitative measure of the worth of an attribute is a 
statistical property called information gain (IG)

• IG measures how well a given attribute separates the training 
examples according to their target classification. 

• This measure is used to select among the candidate attributes at 
each step while growing the tree.
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Predict if John will play tennis
9 yes / 5 no

• Hard to guess
• Try to understand 

when John plays
• Divide & conquer

• split into subsets
• are they pure?

(all yes or all no)
• if yes: stop
• if not: repeat

• See which subset
new data falls into

Training examples: 

New data
rain               high                 weak ?
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3 / 2

3 / 0 0 / 2
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DT algorithms use information gain (IG) to split a node. Gini index or 
entropy is the criterion for calculating information gain.

How to decide which attribute comes 
first?

• Both gini and entropy are measures of impurity of a node.
• Gini index is a metric for classification tasks in CART.
• Entropy a metric for classification tasks in ID3.

• Gini stores sum of squared probabilities of each class. We can 
formulate it as illustrated below.

20

e.g. 
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Gini or Entropy?

• Gini does not require to compute logarithmic functions, which are 
computationally intensive. 

• They are pretty much same when it comes to CART analytics.
• These measures are very similar if scaled to 1.0. 

21
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Calculate	Gini	index	for	each	node

𝐺𝑖𝑛𝑖(𝑂𝑢𝑡𝑙𝑜𝑜𝑘 = 𝑆𝑢𝑛𝑛𝑦) = 1 – (2/5)^2 – (3/5)^2 = 1 – 0.16 – 0.36 = 0.48
𝐺𝑖𝑛𝑖(𝑂𝑢𝑡𝑙𝑜𝑜𝑘 = 𝑂𝑣𝑒𝑟𝑐𝑎𝑠𝑡) = 1 – (4/4)^2 – (0/4)^2 = 0
𝐺𝑖𝑛𝑖(𝑂𝑢𝑡𝑙𝑜𝑜𝑘 = 𝑅𝑎𝑖𝑛) = 1 – (3/5)^2 – (2/5)^2 = 1 – 0.36 – 0.16 = 0.48

Then, we will calculate weighted sum of 𝒈𝒊𝒏𝒊 indexes for outlook feature.

𝐺𝑖𝑛𝑖 𝑂𝑢𝑡𝑙𝑜𝑜𝑘 =
5
14 ∗ 0.48 +

4
14 ∗ 0 +

5
14 ∗ 0.48 = 0.171 + 0 + 0.171

= 𝟎. 𝟑𝟒𝟐

// divide by total # of instances

The leaf nodes do not represents 
the same number of days

Thus, the total Gini impurity for 
using Outlook to separate days 
with and without play tennis is the 
weighted average of the leaf node 
impurities. 

The lowest impurity separates days with and without Play Tennis the best

// sunny // overcast // rain
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Calculate	Gini	index	for	each	node

𝐺𝑖𝑛𝑖(𝐻𝑢𝑚𝑖𝑑𝑖𝑡𝑦 = 𝐻𝑖𝑔ℎ) = 1 – (3/7)^2 – (4/7)^2 = 1 – 0.183 – 0.326 = 0.489
𝐺𝑖𝑛𝑖(𝐻𝑢𝑚𝑖𝑑𝑖𝑡𝑦 = 𝑁𝑜𝑟𝑚𝑎𝑙) = 1 – (6/7)^2 – (1/7)^2 = 1 – 0.734 – 0.02 = 0.244

Weighted sum for humidity feature will be calculated next

𝐺𝑖𝑛𝑖 𝐻𝑢𝑚𝑖𝑑𝑖𝑡𝑦 =
7
14 ∗ 0.489 +

7
14 ∗ 0.244 = 𝟎. 𝟑𝟔𝟕

Humidity Yes No # of instances

High 3 4 7
Normal 6 1 7

Humidity is a binary class feature. It can be high or 
normal.

23
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Calculate	Gini	index	for	each	node

𝐺𝑖𝑛𝑖(𝑊𝑖𝑛𝑑 = 𝑊𝑒𝑎𝑘) = 1 – (6/8)^2 – (2/8)^2 = 1 – 0.5625 – 0.062 = 0.375
𝐺𝑖𝑛𝑖(𝑊𝑖𝑛𝑑 = 𝑆𝑡𝑟𝑜𝑛𝑔) = 1 – (3/6)^2 – (3/6)^2 = 1 – 0.25 – 0.25 = 0.5

Weighted sum for humidity feature will be calculated next

𝐺𝑖𝑛𝑖 𝑊𝑖𝑛𝑑 =
8
14 ∗ 0.375 +

6
14 ∗ 0.5 = 𝟎. 𝟒𝟐𝟖

Wind Yes No # of instances

Weak 6 2 8
Strong 3 3 6

Wind is a binary class similar to humidity. It can 
be weak and strong.

// weak // strong
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Time to decide

25

Attribute Gini index
Outlook 0.342
Humidity 0.367
Windy 0.428

We’ve calculated gini index values for each feature. The winner will be outlook 
feature because its cost is the lowest.

We’ll put outlook decision at the 
top of the tree.

// sub dataset in the overcast leaf has only yes 
decisions. This means that overcast leaf is over.

// apply same principles to those 
sub datasets in the following 
steps.

// focus on the sub dataset for 
sunny outlook and find the gini
index scores for humidity and 
wind features respectively.
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Gini of humidity for sunny outlook

Gini of wind for sunny outlook
Wind Yes No # of instances

Weak 1 2 3

Strong 1 1 2

Humidity Yes No # of instances

High 0 3 3

Normal 2 0 2

𝐺𝑖𝑛𝑖(𝑂𝑢𝑡𝑙𝑜𝑜𝑘 = 𝑆𝑢𝑛𝑛𝑦 𝑎𝑛𝑑 𝑯𝒖𝒎𝒊𝒅𝒊𝒕𝒚 = 𝐻𝑖𝑔ℎ) = 1 – (0/3)^2 – (3/3)^2 = 0
𝐺𝑖𝑛𝑖(𝑂𝑢𝑡𝑙𝑜𝑜𝑘 = 𝑆𝑢𝑛𝑛𝑦 𝑎𝑛𝑑 𝑯𝒖𝒎𝒊𝒅𝒊𝒕𝒚 = 𝑁𝑜𝑟𝑚𝑎𝑙) = 1 – (2/2)^2 – (0/2)^2 = 0

𝐺𝑖𝑛𝑖 𝑂𝑢𝑡𝑙𝑜𝑜𝑘 = 𝑆𝑢𝑛𝑛𝑦 𝑎𝑛𝑑 𝑯𝒖𝒎𝒊𝒅𝒊𝒕𝒚 =
3
5
∗ 0 +

2
5
∗ 0 = 𝟎

𝐺𝑖𝑛𝑖(𝑂𝑢𝑡𝑙𝑜𝑜𝑘 = 𝑆𝑢𝑛𝑛𝑦 𝑎𝑛𝑑 𝑾𝒊𝒏𝒅 = 𝑊𝑒𝑎𝑘) = 1 – (1/3)^2 – (2/3)^2 = 0.266
𝐺𝑖𝑛𝑖(𝑂𝑢𝑡𝑙𝑜𝑜𝑘 = 𝑆𝑢𝑛𝑛𝑦 𝑎𝑛𝑑 𝑾𝒊𝒏𝒅 = 𝑆𝑡𝑟𝑜𝑛𝑔) = 1 − (1/2)^2 – (1/2)^2 = 0.2

𝐺𝑖𝑛𝑖 𝑂𝑢𝑡𝑙𝑜𝑜𝑘 = 𝑆𝑢𝑛𝑛𝑦 𝑎𝑛𝑑 𝑾𝒊𝒏𝒅 =
3
5
∗ 0.266 +

2
5
∗ 0.2 = 𝟎. 𝟒𝟔𝟔

// weighted average
// high // normal

// weighted average
// weak // strong
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We’ve calculated gini index scores for feature when outlook is sunny. The 
winner is humidity because it has the lowest value.

Decision for Sunny Outlook

27

Attribute Gini index
Humidity 0
Wind 0.466

?

27



24/10/2019

10

Birkbeck, University of London © Copyright 2019

Gini of humidity for rain outlook

Gini of wind for rain outlook

Wind Yes No # of instances

Weak 3 0 3

Strong 0 2 2

Humidity Yes No # of instances

High 1 1 2

Normal 2 1 3

𝐺𝑖𝑛𝑖(𝑂𝑢𝑡𝑙𝑜𝑜𝑘 = 𝑅𝑎𝑖𝑛 𝑎𝑛𝑑 𝑯𝒖𝒎𝒊𝒅𝒊𝒕𝒚 = 𝐻𝑖𝑔ℎ) = 1 – (1/2)^2 – (1/2)^2 = 0.5
𝐺𝑖𝑛𝑖(𝑂𝑢𝑡𝑙𝑜𝑜𝑘 = 𝑅𝑎𝑖𝑛 𝑎𝑛𝑑 𝑯𝒖𝒎𝒊𝒅𝒊𝒕𝒚 = 𝑁𝑜𝑟𝑚𝑎𝑙) = 1 – (2/3)^2 – (1/3)^2 = 0.444

𝐺𝑖𝑛𝑖 𝑂𝑢𝑡𝑙𝑜𝑜𝑘 = 𝑅𝑎𝑖𝑛 𝑎𝑛𝑑 𝑯𝒖𝒎𝒊𝒅𝒊𝒕𝒚 =
2
5 ∗ 0.5 +

3
5 ∗ 0.444 = 𝟎. 𝟒𝟔𝟔

𝐺𝑖𝑛𝑖(𝑂𝑢𝑡𝑙𝑜𝑜𝑘 = 𝑅𝑎𝑖𝑛 𝑎𝑛𝑑 𝑾𝒊𝒏𝒅 = 𝑊𝑒𝑎𝑘) = 1 – (3/3)^2 – (0/3)^2 = 0
𝐺𝑖𝑛𝑖(𝑂𝑢𝑡𝑙𝑜𝑜𝑘 = 𝑅𝑎𝑖𝑛 𝑎𝑛𝑑 𝑾𝒊𝒏𝒅 = 𝑆𝑡𝑟𝑜𝑛𝑔) = 1 – (0/2)^2 – (2/2)^2 = 0

𝐺𝑖𝑛𝑖 𝑂𝑢𝑡𝑙𝑜𝑜𝑘 = 𝑅𝑎𝑖𝑛 𝑎𝑛𝑑 𝑾𝒊𝒏𝒅 =
3
5 ∗ 0 +

2
5 ∗ 0 = 𝟎

// weighted average
// high // normal

// weighted average // weak // strong
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We’ve calculated gini index scores for feature when outlook is rain. The 
winner is wind because it has the lowest value.

Decision for Rain Outlook

29

Attribute Gini index
Humidity 0.466
Wind 0
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Yes No Total
Sunny 3 2 5
Overcast 4 0 4
Rainy 2 3 5

14

Calculate average weighted entropy.

𝐸(𝑆, 𝑜𝑢𝑡𝑙𝑜𝑜𝑘) = (5/14) ∗ 𝐸(3, 2) + (4/14) ∗ 𝐸(4, 0) + (5/14) ∗ 𝐸(2, 3)

=
5
14 −

3
5 log

3
5 −

2
5 log

2
5 +

4
14 0 +

5
14 −

2
5 log

2
5 −

3
5 log

3
5

= 0.693

// sunny // overcast // rainy

// sunny // overcast // rainy

30
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Issues in learning DT include

Practical Issues

determining how deeply to grow the DT,
handling continuous attributes, 
choosing an appropriate attribute selection measure, 
handling training data with missing attribute values, 
improving computational efficiency. 

35
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What if we have numeric data?

1. Sort the patients by weight, lowest to highest.
2. Calculate the average weight for all adjacent 

patients. 
3. Calculate the impurity values for each average 

weight. 

36
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• The lowest impurity occurs when 
we separate using Weight < 205

• This is the cut-off. 

Weight < 205

38
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A DT algorithm can grow each branch of the tree just deeply enough 
to perfectly classify the training examples. Problem?

Over-fitting

• While this is sometimes a reasonable strategy, in fact it can lead to 
difficulties 

• when 
there is noise in the data, or 
the number of training examples is too small to produce a 

representative sample of the true target function. 
• In either of these cases, this simple algorithm can produce trees that 

over-fit the training examples.

39

39



24/10/2019

14

Birkbeck, University of London © Copyright 2019

What Makes a Good ML Algorithm?

Correctness

Efficiency

40
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Pruning

41
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Strengths

• DTs are able to generate understandable rules
• DTs perform classification without requiring much computation
• DTs are able to handle both continuous and categorical variables.
• DTs provide a clear indication of which fields are most important for 

prediction or classification.

42

42

Birkbeck, University of London © Copyright 2019

Weaknesses

• DTs are less appropriate for estimation tasks where the goal is to 
predict the value of a continuous attribute.

• DTs are prone to errors in classification problems with many class and 
relatively small number of training examples.

• DTs can be computationally expensive to train. 
• At each node, each candidate splitting field must be sorted before 

its best split can be found. 
• Pruning algorithms can also be expensive since many candidate 

sub-trees must be formed and compared.
• Most decision-tree algorithms only examine a single field at a time.

43
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Why learn one classifier when you can learn many?

Random Forest

• Combine many predictors - “Who wants to be a millionaire?” 

44

Various Options for Getting Help:

44
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Random Forests are made out of decision trees. 

Random Forest cont.

• DT are easy to build, easy to use and easy to interpret…
• But…
“Trees have one aspect that prevents them from being the 

ideal tool for predictive learning, namely inaccuracy”

• They are not flexible when it comes to classifying new 
samples. 

45

Available at:
https://web.stanford.edu/~hastie/Papers/ESLII.pdf

Friedman, J., Hastie, T. and Tibshirani, R., 2001. The elements of statistical 
learning (Vol. 1, No. 10). New York: Springer series in statistics.

45
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RF combines the simplicity of DTs with flexibility resulting in a 
vast improvement in accuracy.

46
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Imagine that these 4 samples are the entire dataset

Step 1: Create a bootstrapped dataset

47

Original Dataset

• Several training sets of the same size
• Produce them by sampling … with replacement

• The same size as original but randomly select 
samples from the original dataset

Bootstrapped Dataset

47
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… with replacement means 
we can pick the same sample more than once!

48
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Step 2: Create a DT using the bootstrapped dataset but 
only use a random subset of variables at each step. 

• e.g. two variables at each step
• How to determine the optimal number of variables?
• Build a tree as usual for each one (but only consider a random subset 

of variables at each step)
• Go back to step 1 and repeat (ideally >100 times)

• Make a new bootstrap dataset and 
• Build a tree considering a random subset of variables at each step.

• This results in a wide variety of trees.

49
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The variety is what makes RF more effective than 
individual DTs. So how to use them?

50

New data
rain               high                 weak ?

rain               high                 weak ?
Outlook   Humidity              Wind           Play

New Data:

50
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Bagging

51

• Bootstrapping (randomly resampled data) the 
data plus using the aggregate (learn model for 
each) to make a decision is called “Bagging”

• Average over collection
• Classification: majority vote

• Reduces memorisation (overfitting) effect
• Not every predictor sees each data point
• Lowers “complexity” of the overall average
• Usually, better generalisation performance

Full Dataset

Avg of 5 trees Avg of 25 trees Avg of 100 trees

51
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Quiz

• What if only Bagging applies to decision trees?
• Problems

• Likely to learn the same classifier
• Majority vote doesn’t help!

• Introduced extra variation in learner
• A each step of training, only allow a subset of features
• Enforce diversity (“best” feature not available)

52
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Quiz

• Why is bootstrapping useful?
• Some entries are NOT included in bootstrapped dataset
• Typically about 1/3 of the original data does not end up in the 

bootstrapped dataset. 
• This is called “Out-Of-Bag Dataset (OOB)”

53
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Quiz

• How to estimate the accuracy of a RF?
• Since OOB data was not used to create the trees we can run it through 

one of the tree and see if it correctly classifies the sample.
• Do the same thing for all of the OOB samples for all of the trees. 
• We can measure how accurate our RF is  by the proportion of OOB 

samples that were correctly classified by the RF. 
• The proportion of OOB samples that were incorrectly classified is the 

“OOB Error”

54
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Quiz

How to determine the optimal number of variables?

1. Build a RF
2. Estimate the accuracy of a RF

Repeat this for many times and then choose the one that is most 
accurate. 
**Typically we start by using the square of the number of variables and 
then try a few settings above and below that value. 

55

Change # of variables 
used per step

55
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Parameters

Random Forests

• Bagging has a single parameter
• The number of trees
• All tree are fully grown tree (unpruned) 
• At each node in the tree, one searches over all features to find the 

feature that best splits the data at that node
• RF has two parameters

• The first parameter is the same as bagging (the number of trees)
• The second parameter (unique to RF) is how many features to search 

over to find the best feature. 

56
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Strengths

• It produces a highly accurate classifier and learning is fast
• It runs efficiently on large data bases.
• It can handle thousands of input variables without variable deletion.
• It offers an experimental method for detecting variable interactions.
• Weaknesses?

57

57



24/10/2019

23

Birkbeck, University of London © Copyright 2019

Some history… (aggregation)

Idea that combining good methods could yield promising results was 
suggested by researchers more than a decade ago

• In tree-structured analysis, suggestion stems from:
• Wray Buntine (1991)
• Kwok and Carter (1990)
• Heath, Kasif and Salzberg (1993)

The original implementation of CART already included bagging (Bootstrap 
Aggregation) and ARCing (Adaptive Resampling and Combining) approaches 
to build tree ensembles
Most important variants (and dates of published articles) are:

Bagging (Breiman, 1996, “Bootstrap Aggregation”)
Boosting (Freund and Schapire, 1995)
Multiple Additive Regression Trees (Friedman, 1999, aka MART™ or TreeNet™)
RandomForests™ (Breiman, 2001)
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Questions?

paul@dcs.bbk.ac.uk
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