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Overview

We covered:
• Linear Regression
• Logistic Regression
• Neural Network (MLP)
• Activation Functions
• Loss and Cost Functions

We will cover:
• Group Practical
• Application: IoT Intrusion Detection
• AWID (Kolias et al 2015)
• DEMISe (Parker et al 2019)
• Evaluation
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Assessment (Group Practical)

• A report (inc. individual section) of a group project worth
30% of your total mark.
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URL: https://www.dcs.bbk.ac.uk/intranet/index.php/Coursework_Deadlines_Autumn_2019
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Aim of the Assessment

• The aim of this assessment is to provide a hands-on, practical, 
assessment of your machine learning skills for practical IoT intrusion 
detection application. 
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IoT Intrusion Detection Competition using Machine Learning

Assessment Requirements

• Software to detect wireless network intrusions protects a computer 
system from various cyber attacks, including perhaps insiders. 

• The task of intrusion detection learning is to build a predictive model 
(i.e. a machine-learning classifier) capable of distinguishing between 
“bad” traffic, called intrusions or attacks, and “good” normal traffic.
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AI-based Intrusion Detection for IoT Enabled 
Devices
To develop replacements for traditional security technology using a sophisticated 
adaptive modelling approach that combines machine learning and behavioural 
analytics while minimising the use of computing power and energy.

18

• Sensors gather raw data from both 
the network and the host, filter 
incoming data, and extract interesting 
and potentially valuable information.

• DL includes classifiers trained with 
supervised machine learning 
techniques assesses each event and 
search for suspicious behaviour. 

• The computational cost are distributed 
across the computing nodes.

• AP layer performs attack analysis and 
generates alerts.

• RL generates a report. 

scope
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A Data-driven Framework for Attribution 
and Correlation in Intrusion Detection

• Attribution identifies the virtual actors 
responsible for cyberattacks.

• Provide proof of involvement by specific 
groups. 

• Can be identified by their methods of attack, 
consistent errors and other unique 
characteristics (patterns). 

• Support potential sanctions and policy 
decisions. 

• Discourage attacks by providing transparency 
for activities that are normally hidden.

• Attributing attacks to specific groups or 
individuals could be partially achieved today.

• Is a manual process that requires highly 
skilled investigators and weeks or months to 
complete. 

• Machine learning and behaviour analytics to 
scale up the attribution process to help 
companies and the government protect 
against bad actors. 

19

19



07/11/2019

5

Birkbeck, University of London © Copyright 2019

The Aegean WiFi Intrusion Dataset (AWID)

• Prepared and managed by George Mason University and University of 
the Aegean. 

• The objective was to survey and evaluate ML research in intrusion 
detection. 

• Real traces of both normal and intrusive 802.11 traffic 
• A wide variety of intrusions simulated in a physical lab which realistically 

emulates a typical SOHO infrastructure. 
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URL: http://icsdweb.aegean.gr/awid/
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Kolias, C., Kambourakis, G., Stavrou, A. and Gritzalis, S., 2015. Intrusion detection in 802.11 networks: empirical 
evaluation of threats and a public dataset. IEEE Communications Surveys & Tutorials, 18(1), pp.184-208.
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Hirte, Honeypot and EvilTwin impersonation attacks have previously 
been identified as the most severe threats to a wireless network. 
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The 14th ACM International Conference on Availability, Reliability and Security (ARES), 
26-29 Aug. 2019, U.K.
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// MU is a measure 
between two variables 
X and Y, that 
quantifies the amount 
of information 
obtained about one 
variable, through the 
other variable. 

// Auto-encoder is a NN that 
compresses the input into a latent-
space representation, and then 
reconstructs the output from this 
representation.

// used backward elimination and
final 7 selected inc. 3 abstract features 

// an optimal subset 
comprising features 
4, 8, 82, 160 and 
168. 
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// the weight values between the first 
two layers – the weight represents 
the contribution from the input 
features to the first hidden layer. 
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Module Eval. – Confusion Matrix

30

TP (detection rate, sensitivity)

FP (type I error, false alarm, alpha)

TN

FN (type II error, beta)

Kolias et al 2015

1
0

Positive (Attack) 
Negative (Normal)

• True positive (TP): correct positive prediction
• False positive (FP): incorrect positive prediction
• True negative (TN): correct negative prediction
• False negative (FN): incorrect negative prediction
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Detection Rate Vs False Alarm

• Detection Rate is a measure of positive cases that test positive 
• the ratio of TPs to the sum of TPs and FNs == TP/(TP+FN)

(1 – Type II Error)
• False Positive/Alarm (Type I Error) is a measure of negative cases that test 

positive 
• the ratio of FPs to the sum of FPs and TNs 

(1 – Specificity) == FP/(FP+TN)

• If a test has a high sensitivity, IDS accurately recognises attack traffics as 
being attack (TPs). 

• If a test has a high specificity, IDS accurately recognises normal traffics as 
being normal (TNs).

• What if a test has a high Type II Error (FN/(FN+TP))? 

31

// specificity = TN rate (# of TNs divided by the total # of negatives)

// sensitivity = TP rate (# of TPs divided by the total # of positives)

31
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Matthews Correlation Coefficient

• The MCC is used in ML as a measure of the quality of binary (two-
class) classifications. 

• It is generally regarded as a balanced measure which can be used even 
if the classes are of very different sizes. 

• The MCC is in essence a correlation coefficient between the observed 
and predicted binary classifications; 

• It returns a value between −1 and +1. 
• A coefficient of +1 represents a perfect prediction, 
• 0 means no better than random prediction and 
• −1 indicates total disagreement between prediction and observation. 
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Task to be completed

• Your task is to build a predictive model (i.e. a machine learning 
classifier) capable of distinguishing between “bad” traffic, called 
intrusions or attacks, and “good” normal traffic. 

34
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This is a group task with individual element, and you will work in a 
group of 5 students.    

Tasks to be completed

• Team forming
• Planning
• Searching literature
• Pre-processing
• Selecting features
• Exploring and selecting ML algorithms
• Refining ML algorithms
• Evaluating model and analysing the results
• Future work

35
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This is a group task with individual element, and you will work in a 
group of 5 students.    

Team forming

• Find your partners as soon as possible, and when a group is formed 
email the module leader (paul@dcs.bbk.ac.uk). 

• The module leader will update info on VLE so we know who has 
partners and who does not. 

• Teaching assistants also has support for soliciting partners. 
• If you are having trouble finding partners, ask the teaching staff, and we 

will try to find you a group in a fair way. 

36
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AML is an iterative process. 

Planning

• ML projects are highly iterative; as you progress through the ML 
lifecycle, you’ll find yourself iterating on a section until reaching a 
satisfactory level of performance, then proceeding forward to the next 
task (which may be circling back to an even earlier step). 

• You need to plan carefully. 
• You need to determine scope, resources, major tasks (and who is 

responsible for what) and schedule (e.g. Gantt chart). 
• You may also need to discuss general model tradeoffs (accuracy vs 

speed).
• Read “How to plan and execute your ML and DL projects”
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URL: https://blog.floydhub.com/structuring-and-planning-your-machine-learning-project/
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// revisit Step 2 and ensure 
data quality is sufficient

1.

2.

3.

4.

5.

6.

7.

// revisit Step 2 for targeted 
data preprocessing of 
observed failure

/ Preprocessing
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You are suggested to undertake a literature search.

Searching Literature

• This is a search designed to identify existing research and information 
on IDS using AWID dataset. 

• Their findings will be very helpful for your task (particularly in feature 
and algorithm selection tasks). 

• There should be no separate literature review section in your report. 

40
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Dataset

• The dataset for this project is available in VLE. 
• Use train_imperson_without4n7_balanced_data.csv for training 
• Use test_imperson_without4n7_balanced_data.csv for testing. 

• The first row of each dataset gives variable numbers (this may need to 
be removed). 

• Each dataset has 152 input variables and 1 target variable. 
• Please be noted that two features numbered 4 and 7 (frame.time_epoch

and frame.time_relative) have been removed from both datasets as 
they provide temporal information which may cause unfair prediction. 

• The training set has 97,044 observations while testing set has 40,158 
observations. 

41
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Use suitable descriptive statistics and visualisation

Preprocessing

• Existing studies focused on algorithms and features only.  
• You need to consider various data pre-processing techniques such as 

data transformation, discretisation, cleaning, normalisation, 
standardisation, smoothing, feature construction, etc and use them if 
necessary. 
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Go beyond lectures and lab manuals!

Selecting features

• Consider various techniques within each of filter, wrapper and 
embedded methods. 

• Consider some dimensionality techniques linear and non-linear
• PCA, Factor analysis and LDA
• MDS, Isomap, LLE, HLLE, Spectral Embedding, t-SNE
• Autoencoder, GAN

• Findings from literature review may also be helpful. 
• Two features (4. frame.time_epoch and 7. frame.time_relative) have 

been removed from the dataset - temporal information 
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Exploring and selecting ML algorithms

• Select candidate algorithms. 
• Establish baselines for model performance and start with a simple 

model using initial data pipeline. 
• Discuss your selection strategies. 

44
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Finding the best configuration for ML hyperparameters in such a 
high dimensional space is not a trivial challenge. 

Refining algorithms

• Consider 
• model design components (e.g. # of layers, # of units per layer, loss 

function, activations, optimisers, dropout layer etc)
• hyperparameters (e.g. learning rate, dropout rate, batch size etc).

• Perform model-specific optimisations and Iteratively debug model as 
complexity is added.

• Reproducibility – consistency in results
• ML algorithms are stochastic in nature.
• Accuracy of 90% today but you may get ± 1% change in accuracy 

with the same architecture. 
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Evaluating model and analysing the 
results

• Evaluate the classification performance 
• e.g. accuracy, detection rate, false alarm, type II error, MCC and TBM 

and TTM – go beyond these measures if necessary 
• Interpret the results
• Compare the chosen model’s performance with the benchmarks
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This is a place for you to explain where you think the results can 
lead you.

Future work

• What are the strengths and weaknesses of your work?
• What do you think are the next steps to take? 
• What other questions do your results raise? 
• Do you think certain paths seem to be more promising than others? 
• This lets people know what you’re thinking of doing next and they may 

ask to collaborate if your future research area crosses over theirs. 
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Deliverables Required and Submission 
Information
• A report of 4,000 words (±10%) which includes 

• 2 groups components (i. Planning and ii. Future work) and 
• 5 individual components (i. Pre-processing, ii. Selecting features, iii. Exploring and 

selecting ML algorithms iv. Refining algorithms and v. Evaluating model and analysing 
the results). 

• A group project – you need to work together 
• Each person needs to be responsible for one individual task and drafting the section. 

• The cover page – show who is responsible for each individual component and wordcount. 
• Substantial tables and figures (make a good use of appendix) help to cram all your 

information into the word count. 
• Arial 10 point or Times New Roman 11 point font 
• 1.5 line spacing.
• A minimum of 2.54 (1 inch) margins
• IEEE referencing must be used, for guidance see: https://ieeeauthorcenter.ieee.org/wp-

content/uploads/IEEE-Reference-Guide.pdf
• Your code must also be submitted along the report. It should be either .ipynb or .py. 
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Estimated Time to Complete

• There will be time that is allocated for working on your group project in 
Weeks 7 and 8. 

• However, it is your responsibility to allocate an appropriate amount of 
time to this piece of work and to form a group.
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Questions?

paul@dcs.bbk.ac.uk
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