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What value would be in place of question mark?

Quiz

Here we see a convolutional function being applied to input.
A. 3
B. 4
C. 5
D. 6

2

5×5
3×3

2
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Which of the following gives non-linearity to a CNN?

Quiz

A. Stochastic Gradient Descent
B. Rectified Linear Unit
C. Convolution function
D. None of the above

3

Rectified Linear unit is a non-linear activation function.

3
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Which of the following statements is true when you use 1×1 
convolutions in a CNN?

Quiz

A. It can help in dimensionality reduction
B. It can be used for feature pooling
C. It suffers less overfitting
D. All of the above

4

4
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The input image has been converted into a matrix of size 28×28 
and a kernel/filter of size 7×7 with a stride of 1. What will be the 
size of the convoluted matrix?

Quiz

1. 22 X 22
2. 21 X 21
3. 28 X 28
4. 7 X 7

5

The size of the convoluted matrix is given by 𝐶 = ((𝐼 − 𝐹 + 2𝑃)/𝑆) + 1, 
where 
C is the size of the Convoluted matrix, 
I is the size of the input matrix, 
F the size of the filter matrix and 
P the padding applied to the input matrix. 

Here P=0, I=28, F=7 and S=1. There the answer is 22.

5
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Given below is an input matrix named I, kernel F and Convoluted 
matrix named C. Which of the following is the correct option for 
matrix C with stride = 2 ?

Quiz

6

1 and 2 are automatically eliminated since they do not conform to the output 
size for a stride of 2. Upon calculation option 3 is the correct answer.

A)

C)

B)

D)

C C

C C

6
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Which of following activation function can’t be used at output 
layer to classify an image ?

Quiz

1. Sigmoid
2. Tanh
3. ReLU
4. If(x>5,1,0)
5. None of the above

7

ReLU gives continuous output in range 0 to infinity. But in output layer, we want a 
finite range of values. So option C is correct.

7
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Which of following is the main contribution of VGG16?

Quiz

1. Four building blocks of CNN (Convolution, Non-linearity, Pooling and 
classification)

2. Use of ReLU as non-linearities and Dropout to avoid overfitting
3. First use of GPU
4. Depth of the network is a critical component for good performance.
5. None of the above

8

The first one is LeNet-5, the 2nd and 3rd are AlexNet and the 4th is VGG16

8
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VGG16

• Its main contribution was in showing that the 
depth of the network (# of layers) is a critical 
component for good performance.

• Simplified Architecture
• 𝐶𝑜𝑛𝑣 = 3×3 𝑓𝑖𝑙𝑡𝑒𝑟, 

𝑠 = 1, 𝑠𝑎𝑚𝑒 𝑝𝑎𝑑𝑑𝑖𝑛𝑔
• Max-Pool = 2×2 , 𝑠 = 1

• 138M parameters

9

// width and height

9

10
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DeepMind Carbon Free Energy Program

• Successfully predict wind power output 36 hours ahead of actual generation. 
• A machine learning algorithm trained on widely available weather forecasts 

and historical turbine data – which ML algorithm??

• Recommend how to make optimal hourly delivery commitments to the power 
grid a full day in advance 

• Energy source that can be scheduled are often more valuable to the grid. 

12

[Source] https://www.blog.google/outreach-initiatives/environment/meeting-our-match-buying-100-percent-renewable-energy/

Illustrated results from 2018 Google/DeepMind field study

ML boosts the values of wind energy.

12
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// a.k.a stochastic Hopfield network 
- a type of RNN

13
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Overview

We covered:
• Convolutional Neural Network

• Convolution in 2D and 3D
• Non-linearity
• Pooling
• Classification
• Other CNNs (Alexnet, VGG16)

We will cover:
• Vanilla RNN
• Gated RNN (LSTM)
• BRNN
• Attention

14

14
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What is sequential data? Give a few examples

Discussion

In small groups discuss what you think sequential data is and their
importance is.

You have 3 minutes and then we will discuss your answers.

15

15
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Regression

To obtain prediction estimates, the logit 
equation is solved for p.

The logistic function is simply the inverse of 
the logit function.   

16
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Neural networks can be seen as natural extension of our 
initial linear regression example.

Neural Network

17

17

18
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In the last few years, there have been incredible success applying 
RNNs to a variety of problems: 

RNNs

• speech recognition 
• language modelling
• translation
• image captioning
• energy systems
• biology
• finance
• etc

19

19
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RNN Flexibility

20

// vanilla mode of 
processing without 
RNN

// sequence output 
(e.g. image captioning)

// sequence input (e.g. 
sentiment analysis)

// (e.g. machine translation) // synced sequence input 
and output (e.g. label each 
frame of video – video 
classification)

20
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A task of simply classifying tweets into positive and negative
sentiment – useful for big data

Sentiment Classification

• Input : a tweet of varying lengths 
• Output : a fixed type and size

21

21
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An image for which we need a textual description.

Image Captioning

• A single input – the image (a fixed size)
• Multiple output – a series or sequence of words (a description of varying

lengths)

22

22
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Translate English to French

Language Translation

• Each language has it’s own semantics and would have varying lengths 
for the same sentence. 

• Both inputs and outputs are of varying lengths.

23

23
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Label each frame of a video (motion)

Video Classification

24

24
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What RNN architecture is suitable for the prediction of wind power 
output next 3 days using weather forecasts and historical turbine 
data? 

Quiz

25

25
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Predict the next word given a sequence of the N previous words.

RNNs

• Your thoughts have persistence.
• Traditional neural networks can’t do this, and it seems like a major 

shortcoming.
• Recurrent neural networks address this issue. 
• They are networks with loops in them, allowing information to persist.

26

26
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RNNs have loops.

RNN

• A chunk of neural network, 𝐴, looks at some input 𝑥𝑡 and outputs a 
value ℎ𝑡 (hidden state / internal state / memory). 

• A loop allows information to be passed from one step of the network to 
the next.

27

// ht serves 2 purposes:
the hidden state for the previous sequence data as 
well as making a prediction.

27
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A RNN can be thought of as multiple copies of the same network, 
each passing a message to a successor.

Unrolled RNN

• Consider what happens if we unroll the loop:

• This chain-like nature reveals that RNNs are intimately related to 
sequences and lists. 

• They’re the natural architecture of neural network to use for such data.

28

28
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Unlike neural networks, RNNs can use their (hidden) internal state 
(memory) to process sequences of inputs.

RNN and Sequential Data

29

𝐴𝑛 𝑢𝑛𝑟𝑜𝑙𝑙𝑒𝑑 𝑟𝑒𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑛𝑒𝑢𝑟𝑎𝑙 𝑛𝑒𝑡𝑤𝑜𝑟𝑘.

• The ℎ0 and 𝑥1 is the input for the next step. 
• Similarly, ℎ1 from the next is the input with 𝑥2 for the next step and so on. 
• This way, it keeps remembering the context while training.

A sequence of vectors 𝑥 is processed by applying a 
recurrent formula at every time step.

𝐴 = 𝑎 𝑐ℎ𝑢𝑛𝑘 𝑜𝑓 𝑛𝑒𝑢𝑟𝑎𝑙 𝑛𝑒𝑡𝑤𝑜𝑟𝑘

29
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RNNs can use their (hidden) internal state (memory) to process 
sequences of inputs.

(Vanilla) RNN

30

𝐴 = 𝑎 𝑐ℎ𝑢𝑛𝑘 𝑜𝑓 𝑛𝑒𝑢𝑟𝑎𝑙 𝑛𝑒𝑡𝑤𝑜𝑟𝑘 𝐴𝑛 𝑢𝑛𝑟𝑜𝑙𝑙𝑒𝑑 𝑟𝑒𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑛𝑒𝑢𝑟𝑎𝑙 𝑛𝑒𝑡𝑤𝑜𝑟𝑘.

ℎI = 𝑓J ℎIKL , 𝑥I ℎI = 𝑡𝑎𝑛ℎ 𝑊OOℎIKL +𝑊PO𝑥I
𝑦I = 𝑊ORℎI

𝑊𝑋

yt y0 y1 y2 yt

ℎI ℎT ℎL

** the same function and the same set of parameters 𝑒. 𝑔. 𝑊OO ,𝑊PO ,𝑊OR are used at every time step

ℎU

// ht serves 2 purposes:
the hidden state for the previous sequence data as 
well as making a prediction.

30
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Vocabulary: [h, e, l, o]

Character-level Language Model Example

• Example training sequence : “hello”

31

ℎU

y3

h               e                l                l

e l l o

31
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A process by which categorical variables are converted into a form 
that could be provided to ML algorithms to do a better job in 
prediction.

One Hot Encoding

32

Our input

“o”

32
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Step 1: We would need 𝑊PO × 𝑋I

Step 2: Moving to the recurrent neuron, we have 𝑊ℎℎ = 0.427043 and the 
𝑏𝑖𝑎𝑠 = 0.56700 and would need 𝑊OO × ℎIKL + 𝑏𝑖𝑎𝑠 // the previous state (ht-1) is [0,0,0] since 

there is no letter prior to it.

Step 3: Apply the tanh function

h0

Add Step 1 and Step 2

33

Step 4: In the next state, “e” is now supplied.
Whh* ht-1 + bias will be

Wxh * xt will be

// the same weight value (Whh)

// h0

// the same bias value

Step 5: Calculate h1 for the letter “e”

h1

h1 y1

Step 6: Each state could produce output y

Step 7: Apply softmax(yt)

34
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Training

1. The cross entropy error is first computed using the current output and the 
actual output

• Remember that the network is unrolled for all the time steps
2. The gradient is calculated for each time step with respect to the weight 

parameter
3. Now that the weight is the same for all the time steps the gradients can 

be combined together for all time steps
4. The weights are then updated for both recurrent neuron and the dense 

layers
**The unrolled network looks much like a regular neural network. 
**And the back propagation algorithm is similar to a regular neural network, 
just that we combine the gradients of the error for all time steps. 
**If there are 100s of time steps – this would basically take really long for the 
network to converge since after unrolling the network becomes really huge.

35

35
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Vanishing Gradient

• This arrow means that long-term information has to sequentially travel 
through all cells before getting to the current processing cell.

• This means it can be easily corrupted by being multiplied many time by 
small numbers < 0. This is the cause of vanishing gradients.

36

Vanishing	gradient:	Where	the	contribution	from	the	earlier	steps	becomes	insigni7icant. 𝑥Z𝑥T

36

http://www.wildml.com/2015/10/recurrent-neural-networks-tutorial-part-3-backpropagation-through-time-and-vanishing-gradients/
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As we go back to the lower layers gradient often get smaller. 
eventually causing weights to never change at lower layers.

Vanishing Gradients

37

The cat, which already ate, ………………………………was full.
The cats, which already ate, ………………………………were full.

Basic RNN model has many local influences because of RNNs as the earlier 
information. Meaning the output is mostly affected by the value close to it.

37

Cho, K., Van Merriënboer, B., Bahdanau, D. and Bengio, Y., 2014. On the properties of 
neural machine translation: Encoder-decoder approaches. arXiv preprint arXiv:1409.1259.

38
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LSTM is the most commonly used Gated RNN, capable of 
learning long-term dependencies.

Gated RNN (LSTM)

• 𝛼 regulates the amount of information the network remembers over time. 
• LSTM adds another connection from every cell called 𝐶, the cell state. 

39

Chung, J., Gulcehre, C., Cho, K. and Bengio, Y., 2014. Empirical evaluation of gated 
recurrent neural networks on sequence modeling. arXiv preprint arXiv:1412.3555.

40
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Hochreiter, S. and Schmidhuber, J., 1997. Long short-term memory. Neural computation, 
9(8), pp.1735-1780.

41
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LSTM

42

• When you read the review, your brain subconsciously only remembers important keywords. 
• You pick up words like “amazing” and “perfectly balanced breakfast”.

42
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The core concept of LSTM’s are the cell state, and it’s various gates. 

Core Concept

The cell state
• a transport highway that transfers relative information all the way 

down the sequence chain – the “memory” of the network.
• information gets added or removed to the cell state via gates.

The gates
• different neural networks that decide which information is allowed on 

the cell state. 
• can learn what information is relevant to keep or forget during 

training.

43

// reducing the effects of short-term memory

ℎI = 𝑡𝑎𝑛ℎ 𝑊OOℎIKL +𝑊PO𝑥I

𝑦I = 𝑊ORℎI

43
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Sigmoid Vs Tanh

44

44



05/12/2019

23

Birkbeck, University of London © Copyright 2019

The tanh is used to regulate the values flowing through the network 
as it squishes values to always be between -1 and 1.

Tanh

45

vector transformations with tanh

vector transformations without tanh

// each step the value is multiplied by 3 // causes other values to seem insignificant.

45
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Sigmoid
• Used for Gates
• Any number getting multiplied by 0 is 0, causing values to disappears or 

be “forgotten”. 
• Any number multiplied by 1 is the same value therefore that value stay’s 

the same or is “kept”. 

46

46
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The Gates

• The cell sates regulates the amount of information the network 
remembers over time. 
• Inputs

• The forget gate decides what is relevant to keep from prior steps. 
• The input gate decides what information is relevant to add from 

the current step. 
• The output gate determines what the next hidden state should be.

• Input
• The cell state

47

47
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Forget gate decides what information should be thrown away or kept. 

Forget Gate

48

//  the closer to 0 means to forget, 
and the closer to 1 means to keep.

Forget gate operation

48
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Input gate controls how much of input is used in the new cell state.

Input Gate

49

// pass the previous 
hidden state and current 
input into a sigmoid 
function – decides which 
values will be updated by 
transforming the values 
to be between 0 and 1. 0. 

// pass the hidden state and 
current input into the tanh 
function to squish values 
between -1 and 1 to help regulate 
the network. 

// multiply the tanh output with the sigmoid output. 

// the sigmoid output will decide which information 
is important to keep from the tanh output.

𝑖I
\𝐶I

49
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Update the old cell state, Ct−1, into the new cell state Ct.

Cell State

50

// cell state gets multiplied by 
the forget vector – dropping 
values in the cell state if it gets 
multiplied by values near 0. 

// take the output from the input gate and do an 
addition which updates the cell state to new values 
that the neural network finds relevant. 

𝑓I 𝑖I \𝐶I

ℎIKL

𝑥I

50
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The output gate decides what the next hidden state should be. 
Remember that the hidden state contains information on previous 
inputs.

Output Gate

51

𝑜I

// pass the newly modified cell 
state to the tanh function. 

// multiply the tanh output with the 
sigmoid output to decide what 
information the hidden state should carry. 

// pass the previous hidden 
state and the current input 
into a sigmoid function. 

51
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LSTM Gates

52

Forget Gate: to decide what information we’re 
going to throw away/reset from the cell state.

Input Gate: to control how much of 
input is used in the new cell state.

Update the old cell state, Ct−1, into the new 
cell state Ct.

Output Gate: decide whether the 
info. of the Ct is visible or not

𝒅𝒆𝒑𝒕𝒉

𝒘𝒊𝒅𝒕𝒉

𝐿𝑆𝑇𝑀 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠: 𝑏h,𝑊h, 𝑏i,𝑊i, 𝑏j,𝑊j, 𝑏k,𝑊k

52
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LSTM Review

• The cell sates regulates the amount of information the network 
remembers over time. 

• The forget gate decides what is relevant to keep from prior steps. 
• The input gate decides what information is relevant to add from the 

current step. 
• The output gate determines what the next hidden state should be.

53

53
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Getting information from future

Bidirectional RNN

54

// need more information than this

54
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BRNN

55

l𝑦I = 𝒈(𝑤R 𝑎⃗I, 𝑎⃖I +𝑏R)

RNN Activation

// activation

55

56
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Deep RNN

𝑥Z𝑥T

57
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Activity Recognition

CNN + Deep RNN

58

58
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The problem of long sequences

Attention

• Difficult to memories the whole long sentence. 
• Translate part by part 

59

// an algorithm for evaluating the quality 
of text which has been machine-
translated from one natural language to 
another.

59
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Attention (combined in RNN) focuses on certain parts of the input 
sequence when predicting a certain part of the output sequence.

Attention

60

Computation of attention weights at time step 𝑇, notice how this needs to be computed separately on 
every time step since the computation at time step 𝑇 involves 𝑆pKL, the state form time step 𝑇 − 1.

// activation = s

Jane       went      to     Africa     last      summer. 

60
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Bahdanau, D., Cho, K. and Bengio, Y., 2014. Neural machine translation by jointly learning to 
align and translate. arXiv preprint arXiv:1409.0473.

61
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Lab

Task 1
Given a year and a month, the task is to predict the number of international airline 
passengers

• the data ranges from January 1949 to December 1960 or 12 years, with 144 
observations.

Task 2
Can you use SMS spam dataset to build a LSTM prediction model that will accurately 
classify which texts are spam?
• The SMS Spam Collection is a set of SMS tagged messages that have been collected for 

SMS Spam research. 
• It contains one set of SMS messages in English of 5,574 messages, tagged being ham 

(legitimate) or spam. 
• Download from the VLE
• Ham 87% and Spam 13%
• 97.6% Accuracy

• Keras + Tensorflow
• Use Anaconda 

65
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Automated Protein Function Prediction with Machine Learning

Bioinformatics

Dr Wen Cen

Abstract
As one of the major challenges in 
bioinformatics, accurate protein function 
prediction is crucial to understand the roles of 
protein in complex biological systems. Machine 
learning has been widely used in this research 
area and obtains significant progress in 
improving accuracy. Here I will be discussing 
the recent development of automated protein 
function prediction methods using the state-of-
the-art machine (deep) learning techniques.

66
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Questions?

paul@dcs.bbk.ac.uk
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