Why divide by (n — 1) instead of by n
when we are calculating the sample standard deviation?

To answer this question, we will talk about the sample variance s’
The sample variance s* is the square of the sample standard deviation s.
It is the “sample standard deviation BEFORE taking the square root” in the final step of the

calculation by hand.
The sample variance s” is easier to work with in the examples on pages 3 and 4 because it does not have square roots.

The POPULATION VARIANCE o” is a PARAMETER of the population.
The SAMPLE VARIANCE s?is a STATISTIC of the sample.

We use the sample statistic to estimate the population parameter
The sample variance s* is an estimate of the population variance o’

Suppose we have a population with N individuals or items.
Suppose that we want to take samples of size n individuals or items from that population

IF we could list all possible samples of n items that could be selected from the population of N
items, then we could find the sample variance for each possible sample.

We would want the following to be true:
We would want the average of the sample variances for all possible samples
to equal the population variance.

It seems like a logical property and a reasonable thing to happen.

This is called “unbiased”

When we divide by (n —1) when calculating the sample variance, then it turns out that
the average of the sample variances for all possible samples is equal the population variance.
So the sample variance is what we call an unbiased estimate of the population variance.

If instead we were to divide by n (rather than n —1) when calculating the sample variance,
then the average for all possible samples would NOT equal the population variance.
Dividing by n does not give an “unbiased” estimate of the population standard deviation.

Dividing by n—1 satisfies this property of being “unbiased”, but dividing by n does not.
Therefore we prefer to divide by n-1 when calculating the sample variance.

The examples on the next 3 pages help explain this:

Page 2 starts with a population of N = 3 items, and also contains more explanation
Page 3 looks at samples of size n = 2 selected from the population of N = 3 items,
and shows that dividing by (n —1) gives an unbiased estimate of ¢
Page 4 looks at samples of size n = 2 selected from the population of N = 3 items,

and shows that dividing by n gives a biased estimate of ¢

The example is not a mathematical proof that this is always true. But it is always true.
If you want to see a rigorous mathematical proof, you can find it in books about mathematical statistics,
(generally calculus based statistics books) which are beyond the scope of this course.

Page 1 of 4



WHY DIVIDE BY (n-1) INSTEAD OF BY n7
with eartsim 0] [2]]4]

Suppose you hove o o
The r:::-.-"f.‘l!: Qe nuu'nmﬂ 0,2 and Papotahan ot all
N=3 cards mbag

Fepulahon Heon: M= G..‘flr,*‘* =%=1

Populahon Vanance . &2 = (03 + (-3 +(4-7) = 4+0+4 _8
g

3

An important property of a sample stahshc that eshruales

Q. populadon panameien st NG evalonte.~the sample.
possdole. sample and mu%x:t’irfmm all,

Stahshe e ev
‘!—Q@. ONENdge of Eﬂ.mplf_ﬂ'l'ﬂ:l'!ahc.a shouald echTEL

popuwlahon  pasaumedes.
We wants avenage ofall possible. \ —  popolation
sample. JALOUNCE,
LGNS

This is aalled vnbiosed
hen we. divide loy (n-1) n'the sample. varana. s?
then S* 15 an onblased estinale of populaticn
e = g
Nariante S Avenage of (jl PFE-;EHL _
Sawmples

Lohen we diuda l.:rj N Hae seouple vaniance
it is not an unbiased estinate of He populatian
Naiionce. 57
Trus 18 {..::hnj uaina Eu-—?}i V5 loetlerthan LB RGN
=1 "

Page 2 of 4



OEE =y

Thene e Q possiele. samples of 2 aands

| ' Sample
L.iE.“‘ E:I-‘;‘ -CL“ SCI.'I"!"I-I;J.IE. qmﬂm}cf_
possatlole. avemge ks
somples of oo 5* = LR
Svae =70 %— n-\
(0,0) 0+0.6 (o Ag?rmfaf: o
o ]
(0,2 (42 - | G-+ (20 .
)2) Lh (6-1) i (2 .9
(0,4 0r4-2  (o-ayre(adf.g
2 \
(2,0) 20+ (=Pr(eif =
(2,2) Lk =2 (3-1‘1'? 13 = 0
(2,4) 2. (48P .,
) i
(4,0) 430.9  (42+(0-3.8
> ]
[qj Ji) 2.3 [q‘ﬁ)j'*f.l'i'jl =2
=z ]
(49 4rd.4 (4P (4 Lo
s \

Average of all % sample. aver O+it el T2 43424344 _
e 9 sarmples

L
3
= (average of all %) =

eF42+0 ™
hueﬁ%"c}#ﬂl! 3* Sample. Vo QragfadCrleisly ‘-ql"%

9 samples
— [r:w&m%e,npﬂ.u S““:l = &

Page 3 of 4



(What if e Lsed T (x-X" instead 7
3]

List of adl

pDEEE.th_.
a':nmplaa
Size_ N=2

(0, 0)
(0,2)
(6,4)

(2,0)
(2,2
(&,4)
(4,0)
(A 2)
(4, 4)

3ample.

ﬂ.ﬂﬂtﬂ%

¥=2X
L8]

+ :[j

T (%)

(o-A&+(o-d" = p
A
(ot + (2= _ |
e
(0-2* + (M-I _ 4
T
(2-0+(0-V_ 4
2
(-D*+{2-H* ¢
7
(2-ay* +(4-3)* - |
T
G20 Ly
(432 + (-3 = |
>

E'{"qjl*tq_qﬁi =0
.28

Average of all {ztﬁi‘f‘) forall sawples:

{j_+l-r‘~l,+'n-rﬂr\+ﬂ+i+ﬁ ~ 12
q sasuples

=0
3

Tt ' 2 =
Bo T‘E’\Eﬂ.uﬂnu%%m nr:rEEq,L.:v:.J'b::E %

Page 4 of 4



